Motion detection 

Motion Detection is required in various fields such as:

Industrial Problems:
Dynamic robot vision and monitoring of processes

Medical Problems: 
Study of cell motion by micro cinematography and heart motion from X-ray movies.

Meteorology : 
Cloud tracking.

Transportation: 
Highway traffic monitoring.

Security: 

Intruders monitoring.

Motion detection and tracking of objects provides a way to segment and identify individual objects. Motion detection and motion measurement can be solved from two points of view, namely using neural networks (A.I.) or using image processing. This report will deal with this later.

In image analysis there are another two main  classes of sequences. On the one hand, sequences may have a stationery background and on the other hand, the sequence may have a moving background.

Motion Detection

A number of metrics have been suggested for motion detection for both the raw data and compressed data. The metrics used to detect the difference between two frames can be divided broadly into four classes:

1 pixel or block comparison,

2 histogram comparison (of gray levels or color codes),

3 using the DCT coefficients in MPEG encoded video sequences , and 

4 the subband feature comparison method .

These methods are discussed below:

1 Pixel-Level Change Detection

The change between two frames can be detected by comparing the differences in intensity values of corresponding pixels in the two frames. The algorithm counts the number of the pixels changed, and detection is declared if the percentage of the total number of pixels changed exceeds a certain threshold. Mathematically the difference in pixels and threshold calculation can be represented by the following equations. 

In Eq. 1, 
 INCLUDEPICTURE "C:\\BRIAN\\Image\\Presentation\\Video Scene Segmentation_files\\TR-11-01-95img9.gif" \* MERGEFORMATINET 


is the intensity value of the pixel in frame i at the coordinates (x,y). If the difference between the corresponding pixels in the two consecutive frames is above a certain minimum intensity value, (the threshold) then , the difference picture, is set to one. 

In Eq. 2, the percentage difference between the pixels in the two frames is calculated by summing the difference picture and dividing by the total number of pixels in a frame. If this percentage is above a certain threshold T, motion detection is declared. 

DPi(x,y) 
= 1
if (Fi(x,y) – Fi+1(x,y)( > t







= 0 
otherwise
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Camera movement, e.g., pan or zoom, can have the effect of a large number of pixel changes and hence a segment will be detected. Fast moving objects also have the same effect. If the mean intensity values of the pixel and its connected pixels are compared then the effects of camera and object motion are reduced. 

Likelihood Ratio

Detecting changes at the pixel level is not a very robust approach. A Likelihood ratio approach is suggested based on the assumption of uniform second-order statistics over a region. The frames can be subdivided into blocks and then the blocks can be compared on the basis of the statistical characteristics of their intensity levels.

 Eq. 3 represents the formula that calculates the likelihood function. Let [image: image3.png]


and [image: image4.png]


be the mean intensity values for a given region in two consecutive frames and [image: image5.png]


and [image: image6.png]


be the corresponding variances. The number of the blocks that exceed a certain threshold t are counted. If the number of blocks exceeds a certain value (dependent on the number of blocks) a segment is declared. A subset of the blocks can be used to detect the difference between the images so as to expedite the process of block matching. 
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DPi(k,l) =
1 if ( > t



0 otherwise

This approach is better than the previous approach as it increases the tolerance against noise associated with camera and object movement. However, it is possible that even though the two corresponding blocks are different they can have the same density function. In such cases no change is detected. 

In another block matching technique, a typical frame is divided into twelve non-overlapping blocks. Block matching is performed on the image intensity values and the matched parameters are normalized between the values of zero and one where zero indicates a perfect match. The match coefficient between the two images is defined as in Eq. 4. Let i be the block number, K the total number of blocks, [image: image8.png]


the element of the ordered set of the match values, and [image: image9.png]


a predetermined coefficient for each block. 
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2 Histogram Comparison

The sensitivity to camera and object motion can be further reduced by comparing the gray level histograms of the two frames. This is due to the fact that two frames with not much difference in their background and some amount of object motion have almost the same histograms. The histogram is obtained from the number of pixels belonging to each gray level in the frame. In Eq. 5 G is the number of gray levels, j is the gray value, i is the frame number, and [image: image11.png]


is the histogram for the gray level j. 
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If the sum is greater than the given threshold t then a transition is declared. 

Histogram comparison using color code is used]. A color code value is derived from the three color intensities. To reduce the bin size, instead of representing the code by 24 bits, the upper two bits of each color are used to compose the color code. The j in the above equation is replaced by the code value. The color histogram metric is more robust as it eliminates the necessity of converting the color level to gray level. 

An [image: image13.png]


-test comparison of color histograms uses the function uses the square of the difference between the two histograms so as to strongly reflect the difference. 
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The [image: image15.png]


-test enhances the difference between small changes due to camera or object motion. Therefore, this method may not be more efficient than the gray and color histogram comparison techniques. 

Twin-Comparison

Special camera effects make it difficult to detect camera breaks by means of any of the above methods and transitions can go undetected. This is because the threshold set in the above methods is higher than the difference found between the frames in which transition takes place due to special effects. Lowering the threshold does not solve the problem because the difference value due to the special effects can be smaller than the ones which take place within the shot. For example, object motion and/or camera motion might contribute more changes than the gradual transition. Making the value of the threshold even smaller will lead to false detections due to camera and object motions.   [image: image16.png]



 Illustration of Twin-Comparison

The twin-comparison method  takes into account the cumulative differences between the frames for gradual transitions. This method requires two cutoff thresholds, one higher threshold ( [image: image17.png]


) for detecting abrupt transitions and a lower one ( [image: image18.png]


) for gradual transitions. In the first stage a higher threshold is used for detection of abrupt transitions. In the next stage a lower threshold is used on rest of the frames, any frame that has the difference more than this threshold is declared as potential start ( [image: image19.png]


) of the transition. This frame is then compared with subsequent frames and the difference added. Usually this difference value increases and when this value increases to the level of the higher threshold camera break is declared at that frame ( [image: image20.png]


). If the value falls between the consecutive frames then the potential frame is dropped and the search starts all over. There are some gradual transitions in which the difference falls below the the lower threshold. The user can set a tolerance value which will allow a certain number of consecutive frames to fall below the threshold. 

The gradual transitions so detected might include special effects due to camera panning and zooming. A commonly used technique in computer vision, optical flow is used to detect the camera movements. Motion vectors are computed to detect the changes due to pan and zoom. 

Using DCT Coefficients in MPEG Encoded Video

In this method the compressed video data are used for detecting breaks motion, and the amount of the data to be processed is reduced considerably. Compression of the video is carried out by dividing the image into a set of 8x8 pixel blocks. The pixels in the blocks are transformed into 64 coefficients using the Discrete Cosine Transform (DCT), which are quantized and Huffman entropy encoded. The DCT coefficients are analyzed to find frames where camera breaks take place. The coefficients in the frequency domain are mathematically related to the spatial domain therefore, they can be used in detecting the changes in the video sequences. 

Given 8x8 blocks of a single DCT-based encoded video frame f, a subset of blocks is chosen a priori. The blocks are chosen from n connected regions in each frame. Again a subset of the 64 coefficients for each block is chosen. The coefficients chosen are randomly distributed among the AC coefficients of the block. Taking coefficients from each frame a vector is formed. 

Vf = {c1,c2,c3……}

The vector [image: image21.png]


represents the frame f of the video sequence in DCT space. The inner product is used to find the difference between the two frames. In Eq. 10 [image: image22.png]


is the vector of the frame being compared, [image: image23.png]


is the vector of the successor frame. 
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A transition is detected when 1 -(
[image: image25.wmf]y

(> t, where t is the threshold. 

Experiments  of motion detection based on segmentation using the motion vectors in the MPEG compressed data as well as DCT coefficients. This concept can be extended further by performing more detailed operations on the MPEG/MPEG-2 compressed data. 

STATIONERY BACKGROUND

The method to follow object tracking can be divided into the following steps:

· Find the position of the objects that have moved

· Predict the new positions for the objects

· Match the sets of points

· Produce the required output

These steps are repeated for every sample and the sampling rate is of great importance. If to small then there will be a breakdown of the tracking algorithm and so primarily the velocity of the moving objects determines the rate.

The scheme for the moving object detection algorithm is shown below.


The first operation uses symmetrical differencing between the K frame samples. These differences are then passed through a low pass filter so that closing will occur resulting in the cracks been eliminated and so the regions become homogenous.

After this pre-processing, the results are thresholded. This thresholding can be by using a simple constant threshold or by adaptive thresholding.


The diagram above shows

· the objects in sample k-1, k and k+1 

· the two thresholded difference images

· the result after AND-ing the difference images

The last diagram demonstrates the corresponding moving areas, but included is a false object. This is due to the overlapping of object 2 in sample k-1 and object 1 in the sample of k+1 and this is due to the sampling rate being too low. The false region is removed by only including the largest areas in the images.

The last step is simply to identify a reference point such as the center of gravity for the two objects. This reference is then compared to the same reference point for future samples and so calculations can be conducted depending on the application.

PREDICTION MATCHING

Various algorithms can be used for predicting specifically motion. There is the normal linear algorithm but the most accurate is the Kalman filter. 

The discrete Kalman filter is a recursive predictive update technique used to determine the correct parameters of a process model. Given some initial estimates, it allows the parameters of a model to be predicted and adjusted with each new measurement, providing an estimate of error at each update. Its ability to incorporate the effects of noise (from both measurement and modelling), and its computational structure, has made it very popular for use in computer vision tracking applications.

Description of the Kalman Filter

The discrete Kalman Filter is an iterative procedure containing several elements.
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Figure of Kalman filter loop.

The filter is supplied with initial information, including the measurement error covariance, and estimates of the initial parameters and associated error, and these are used to calculate a gain matrix. The error between the parameter estimates and the measured data is determined and multiplied by the gain matrix to update the parameter estimate and estimated error. The updated error and parameters are used as input to a model of behaviour (such as an  object in flight), to predict the projected error and parameters at the next time instance. 

Initially, when the model parameters are only rough estimates, the gain matrix ensures that the measurement data is highly influential in estimating the state parameters. Then, as confidence in the accuracy of the parameters grows with each iteration, the gain matrix values decrease, causing the influence of the measurement data in updating the parameters and associated error to lessen. 
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